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Intelligent Edge Applications

Personal AI Assistants Smart Robotics/UAV AR & VR APPs

⚫ Deep Neural Networks (DNNs) driven increasing intelligent applications.
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Cloud-Assisted Deployment

⚫ Current DNNs-based applications heavily depend on cloud services.

Forward 
user 

requests

Return 
inference/fine-
tuning results

Intelligent 
Edge Devices

Cloud 
Servers

Raising three game-stopping problems:

Data privacy concerns.

Unreliable WAN connections.

Network and datacenter pressure.

Powerful and scalable computing 
resources.

Benefits of cloud deployment:
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On-device Deployment

⚫ On-device deployment becomes a promising paradigm for intelligent edge APPs.

Keep user data in-situ 
to protect privacy.

Without wide area 
network transmission.

Alleviating data center 
pressure by leveraging 
ubiquitous computing 
resources.



Shengyuan Ye @ School of CSE, Sun Yat-sen University 5

Challenges in On-device Training

Limited and non-scalable on-
board computing resources

⚫ Resource wall of a single edge device presents challenges for on-device training.

Unbearably prolonged training time

Keep user data in-situ to protect 
privacy.

Without wide area network 
transmission.

Alleviating data center pressure 
by leveraging ubiquitous 
computing resources.

Memory footprint exceeds typical 
edge device memory budgets
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Opportunities: Collaborative Edge Computing

✓ Edge scenarios like smart homes 
usually comprise a group of trusted 
idle devices (e.g., mobile phones, laptops, 
and smart-home devices owned by the same 
user or family)

✓ These accompanying devices are 
typically in physical proximity to the 
primary one running on-device 
learning tasks and can be associated 
as a collaborative resource pool for 
in-situ DNNs training acceleration.

Opportunities
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Challenges in Collaborative Edge Training 

Challenges

1. How to select the best parallel 
architecture to orchestrate multiple 
edge devices?

2. How to tailor parallelism planning 
to the resource budget of 
heterogeneous edge devices?

3. How to render stable and reliable 
DNNs training under dynamic edge 
environment. 



Shengyuan Ye @ School of CSE, Sun Yat-sen University 8

Challenges in Collaborative Edge Training 

Challenges

1. How to select the best parallel 
architecture to orchestrate multiple 
edge devices?

2. How to tailor parallelism planning 
to the resource budget of 
heterogeneous edge devices?

3. How to render stable and reliable 
DNNs training under dynamic edge 
environment. 



Shengyuan Ye @ School of CSE, Sun Yat-sen University 9

Hybrid Pipeline Parallelism (HPP) in Asteroid

⚫ Solution to Challenge #1: Choosing the most suitable parallelism strategy.

Data Parallelism
Pipelined Model 

Parallelism
Intra-Operator 

Model Parallelism
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Hybrid Pipeline Parallelism (HPP) in Asteroid

⚫ Solution to Challenge #1: Choosing the most suitable parallelism strategy.

Intra-Operator 
Model Parallelism

⚫ Operator-level model parallelism 
encounters data dependency issues

⚫ Necessitating extensive synchronization of 
intermediate tensors at each DNN layer.
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Hybrid Pipeline Parallelism (HPP) in Asteroid

⚫ Solution to Challenge #1: Choosing the most suitable parallelism strategy.

Data Parallelism Pipelined Model 
Parallelism

Latency Breakdown in a DP round (s)

Communication Volume (MB/sample)

Convolutional layers Fully connected layers

Multi-Attention layers
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Hybrid Pipeline Parallelism (HPP) in Asteroid

⚫ Solution to Challenge #1: Utilizing hybrid pipeline parallelism for orchestration.

⚫ Step 1: Divide the DNNs into multiple 
pipeline stages, with each stage 
containing a sub-model.

⚫ Step 2: Group the edge devices and 
assign each group to a different pipeline 
stage.

⚫ Step 3: Each mini-batch of fine-tuning 
data is split into multiple micro-batches 
and injected into the pipeline, enabling 
inter-group pipeline parallelism and 
intra-group data parallelisms.
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Parallelism Planning for HPP

⚫ Solution to Challenge #2: Optimize workload partitioning and device Orchestration.

⚫ Optimization Objective：
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Parallelism Planning for HPP

⚫ Solution to Challenge #2: Optimize workload partitioning and device Orchestration.

A novel dynamic programming algorithm is devised to facilitates optimal 
parallelism planning.
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Fault-Tolerant Pipeline Replay

⚫Devices at the edge exhibit strong dynamics.

The device departing can result in the loss of the trained weights.

An abnormal device in the pipeline can cause training to stop.

Energy Depletion Network Anomalies
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Fault-Tolerant Pipeline Replay

⚫ Heartbeat-guided Failure Detection.

⚫ Topology-driven Model Replication.

⚫ Layer-wise Lightweight Pipeline Re-planning.
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Evaluation

⚫ Testbeds

➢ Using these 3 heterogeneous devices, we simulated 4 different edge 
clusters, including both homogeneous and heterogeneous clusters.

⚫ Models and datasets

➢ 4 typical DNNs models widely used in CV and NLP areas: EfficientNet, 
MobileNet, ResNet and BERT.

➢ Evaluate with the CIFAR-10, Mini-ImageNet and GLUE dataset.
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Evaluation

Maintained high performance across various edge environment and network
conditions, with up to 12.8x training acceleration compared to DP and PP!!!
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Evaluation

When compared with SOTA system for cloud, Asteroid achieves up to 86% latency 
reduction compared to these baseline methods!!!
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Evaluation

Our design enables efficient replay of training within several seconds, while simultaneously 
maintaining a high training throughput by rebalancing the pipeline.

Dropout
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Eco: An Edge COllaborative AI framework for serving miscellaneous 
AI model at the edge.

Takeaway

Eco Project Page

We aim to design affordable, accessible, and 
adaptive AI with your private group of mobile 
and edge devices.

https://collaborative-edge-ai.github.io/



Thanks for listening

24Shengyuan Ye @ School of CSE, Sun Yat-sen University

Shengyuan Ye1, Liekang Zeng1, Xiaowen Chu2, Guoliang Xing3, Xu Chen1

1 Sun Yat-sen University
2 The Hong Kong University of Science and Technology (Guangzhou)

3 The Chinese University of Hong Kong

MobiCom 2024 Nov. 18-22, 2024

Washington, D.C. 

USA


	幻灯片 1
	幻灯片 2
	幻灯片 3
	幻灯片 4
	幻灯片 5
	幻灯片 6
	幻灯片 7
	幻灯片 8
	幻灯片 9
	幻灯片 10
	幻灯片 11
	幻灯片 12
	幻灯片 13
	幻灯片 14
	幻灯片 15
	幻灯片 16
	幻灯片 17
	幻灯片 18
	幻灯片 19
	幻灯片 20
	幻灯片 21
	幻灯片 22
	幻灯片 23
	幻灯片 24

