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LLM and ChatGPT
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• Chat-based LLM is walking into our daily life!

OpenAI - ChatGPT Google -Bard Microsoft-Bing



LLM and ChatGPT
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• LLMs are taking our jobs!

If human logic and creativity can be replaced. 
What jobs do you think will be left?



Trend of LLM in Research Fields
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• LLM is rapidly emerging as the hottest direction in research fields

A sharp increase occurs after the release of ChatGPT: the average number of published 
arXiv papers that contain “large language model” in title or abstract goes from 0.40 per 
day to 8.58 per day.



The Cost Barrier of LLM
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• The cost of training GPT-3 is 
estimated to be around $1.4 
million, and for some larger 
LLM models, the training costs 
range between $2 million to 
$12 million.

• The cost of operating 
OpenAI‘s ChatGPT could 
potentially reach $0.7 million 
per day.



The Cost Barrier of LLM
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• How much does it cost when using ChatGPT 
to finish a writing task?

Prices of GPT4

Prices of GPT3.5-Turbo

• Input Tokens: 100 tokens
• Output Tokens: 800 tokens

• Input Price: 100 tokens × $0.03/1K = $ 0.003
• Output Price: 800 tokens × $0.06/1k = $ 0.048
• Total Price: $ 0.003 + $ 0.048 = $ 0.051 = ¥ 0.371

Price of using ChatGPT4: 



The Cost Barrier of LLM

7
Credit:Google.

2023/9/5

• According to data released in May 
of this year, the ChatGPT website 
has surpassed 1.5 billion monthly 
active users.

• Due to immense cost pressures, 
companies that fail to capture 
market share will ultimately be 
eliminated.



How to Train your ChatGPT Assistant
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Four Stage Pipeline

• ChatGPT Training Pipeline

Pretraining

Supervised 
Finetuning

Reward 
Modeling

Reinforcement 
Learning



How to Train a ChatGPT Assistant?
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Four Stage Pipeline

Pretraining

Supervised 
Finetuning

Reward 
Modeling

Reinforcement 
Learning

Low-quality, large 
quantity Raw text

Dataset

1000s of 
A100 GPUs

Accelerator

LLM

GPT, ChatGLM, ...

Months of 
training!

Based ModelNext token 
Prediction

The LLM pre-training takes up 99% of the entire training 
pipeline's time and typically requires thousands of GPUs 
for training over several months.



How to Train a ChatGPT Assistant?
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Four Stage Pipeline

Pretraining

Supervised 
Finetuning

Reward 
Modeling

Reinforcement 
Learning

Smaller technology enterprises and educational research 
labs often can't afford the cost of pre-training LLMs.



How to Train a ChatGPT Assistant?
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Four Stage Pipeline

Pretraining

Supervised 
Finetuning

Reward 
Modeling

Reinforcement 
Learning

• Based model are not Chat Assistant! 

Write a poem about bread!

Write a poem about someone.
Write a poem about angel.
Write a poem about basketball.

The training task of pre-trained language model is to predict the 
next token, rather than engaging in QA (Question-Answering) 
dialogues. It may use more questions to answer a question.



How to Train a ChatGPT Assistant?
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Four Stage Pipeline

Pretraining

Supervised 
Finetuning

Reward 
Modeling

Reinforcement 
Learning

High-quality
QA dataset

Dataset

1-100 GPUs

Accelerator

LLM

GPT, ChatGLM, ...

Days of 
training!

SFT ModelNext token 
Prediction

During the Supervised Finetuning of LLM, workers are 
hired to gather high-quality QA data and the based-model 
is fine-tuned, requiring fewer GPUs and just days to train.



How to Train a ChatGPT Assistant?
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Four Stage Pipeline

Pretraining

Supervised 
Finetuning

Reward 
Modeling

Reinforcement 
Learning

Multiple answers are generated from the same prompt 
based on SFT model. Workers rank these answers to 
compile a large ranking dataset, which is then used to 
train a Transformer-based Reward Model.



How to Train a ChatGPT Assistant?
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Four Stage Pipeline

Pretraining

Supervised 
Finetuning

Reward 
Modeling

Reinforcement 
Learning

In reinforcement learning, policy gradient algorithm are 
used to amplify the generation probabilities of "favorable" 
responses and minimize those of "toxic" ones.

• Action Space: all the vocabulary
• State: currently generated token sequence
• Reward: Provided by Reward Model



How to Train a ChatGPT Assistant?
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Based Model

Supervised 
Finetuning

SFT Model Aligned Model

Reinforcement 
Learning Alignment

• The SFT model significantly 
outperforms the based pre-
trained model in QA tasks.

• The Aligned Model can 
further filter out expressions 
from the SFT model's output 
that are harmful or not in line 
with human norms.

Aligned Model

SFT Model



What happens when LLM generates an answer?
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• When a LLM generates 
response,  it uses its own 
previous outputs as inputs 
for future predictions, 
forming a chain of 
dependencies. 

• This autoregressive behavior 
allows the model to generate 
coherent and contextually 
relevant text.

Autoregressive



What happens when LLM generates an answer?
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• LLM will cache previous 
computational results 
(such as the calculations 
from the black parts of 
Self-Attention) in memory 
to avoid redundant 
calculations.

• The inference process of 
LLM can be divided into 
two distinct phases: 
Encode and Decode

Intermediate Cache



What happens when LLM generates an answer?
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Computation 
Intensive

Encode Phase

• Encode Phase: Inference 
on LLM's input involves 
potentially hundreds or 
even thousands of tokens, 
making it computationally 
intensive.



What happens when LLM generates an answer?
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Memory Intensive
Decode Phase

• Decode Phase: each 
previously predicted token 
is inputted one at a time, 
requiring frequent retrieval 
of intermediate cache from 
storage.

• Encode Phase: Inference 
on LLM's input involves 
potentially hundreds or 
even thousands of tokens, 
making it computationally 
intensive.



The Backbone Architecture in LLM
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• The vast majority of LLMs are based on the Transformer architecture.

Attention is all you need! (NIPS 2017) GPT Series (2019-now)

Encoder

Decoder Decoder-Only
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• The vast majority of LLMs are based on the Transformer architecture.

Credit:Reducing Activation Recomputation in Large Transformer Models.

• The computations in a Transformer Layer consist of 
several large-scale matrix multiplications.

The Backbone Architecture in LLM
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• A language model is generally considered "large" if it has tens of millions 
to billions of parameters.

Parameter Size and Memory Footprint in LLM
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• A language model is generally considered "large" if it has tens of millions 
to billions of parameters.

Parameter Size and Memory Footprint in LLM

• During training, model parameters 
use Float64 and require 4 bytes each, 
while during inference, they use 
Float32 and require 2 bytes each.

The peak memory footprint for 
accommodating the ChatGLM-130B model is:

• Float64: 130B * 4 /1024/1024 = 480GB!!!
• Float32: 130B * 2 /1024/1024 = 240GB!!!
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How to Break the Resource Wall of a Single GPU?
• The memory of a single device is insufficient to accommodate an entire LLM.

Credit:Megatron-LM: Training Multi-Billion Parameter Language Models Using Model Parallelism.

• Leveraging matrix decomposition 
techniques, a Tensor-Parallel (TP) 
distributed algorithm was developed 
to partition the model across multiple 
GPUs, with each GPU storing only a 
fraction of the model's weights.
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• Mobile Computing + LLM has emerged as a new paradigm
• Popularization of mobile devices in both magnitude and variety

• Proliferation of mobile data in both scale and modality

2023/9/5

LLM on Mobile Edge Devices

https://coruzant.com/opinion/the-future-is-edge-computing/
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• Model lightweighting and edge deployment will become new research 
focuses in LLMs.

Credit: Google Image

LLM on Mobile Edge Devices



• LLM Computing is extremely 

computation-intensive and resource-

demanding

• Mobile devices are resource-

constrained and heterogeneous

How to apply?

Credit: Google Image
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Mobile

Devices

Dynamic 

Resources

Constrained

Capability

Heterogeneous 

Hardware

Huge
Gap

2023/9/5

Challenges of LLM on Mobile
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Break the Memory Wall of Mobile Devices

Credit: POET: Training Neural Networks on Tiny Devices with Integrated Rematerialization and Paging.

• Utilizing the concept of paging from operating systems, Transformer layers 
not in use are offloaded to auxiliary storage like SD cards to expand the 
available memory on mobile devices.



Break the Memory Wall of Mobile Devices
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• Propose a framework support memory-efficient on-device LLM training
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Collaborative Execution on Mobile Cluster
• Federated Few-shot Learning on Mobile Cluster
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Summary

• Awesome On-device-AI

https://github.com/ysyisyourbrother/awesome-on-
device-AI

• A Reading List for Machine Learning Systems:

https://jeongseob.github.io/readings_mlsys.html

• Edge AI Paper List:

https://github.com/xumengwei/Edge-AI-Paper-List

• Resource Efficient Large Language Model

https://github.com/UbiquitousLearning/Paper-list-
resource-efficient-large-language-model

• LLM+Mobile is the new frontier, teeming with open questions that are 
ripe for exploration—let's pioneer the unknown!



Thanks

Shengyuan Ye

School of Computer Science and Engineering
Sun Yat-sen University

Contact:  yeshy8@mail2.sysu.edu.cn
322023/9/5


	幻灯片 1: A Comprehensive Overview of Large Language Models (LLM): Insights from a Machine Learning System Perspective
	幻灯片 2: LLM and ChatGPT
	幻灯片 3: LLM and ChatGPT
	幻灯片 4: Trend of LLM in Research Fields
	幻灯片 5: The Cost Barrier of LLM
	幻灯片 6: The Cost Barrier of LLM
	幻灯片 7: The Cost Barrier of LLM
	幻灯片 8: How to Train your ChatGPT Assistant
	幻灯片 9: How to Train a ChatGPT Assistant?
	幻灯片 10: How to Train a ChatGPT Assistant?
	幻灯片 11: How to Train a ChatGPT Assistant?
	幻灯片 12: How to Train a ChatGPT Assistant?
	幻灯片 13: How to Train a ChatGPT Assistant?
	幻灯片 14: How to Train a ChatGPT Assistant?
	幻灯片 15: How to Train a ChatGPT Assistant?
	幻灯片 16: What happens when LLM generates an answer?
	幻灯片 17: What happens when LLM generates an answer?
	幻灯片 18: What happens when LLM generates an answer?
	幻灯片 19: What happens when LLM generates an answer?
	幻灯片 20: The Backbone Architecture in LLM
	幻灯片 21: The Backbone Architecture in LLM
	幻灯片 22: Parameter Size and Memory Footprint in LLM
	幻灯片 23: Parameter Size and Memory Footprint in LLM
	幻灯片 24: How to Break the Resource Wall of a Single GPU?
	幻灯片 25
	幻灯片 26
	幻灯片 27
	幻灯片 28: Break the Memory Wall of Mobile Devices
	幻灯片 29: Break the Memory Wall of Mobile Devices
	幻灯片 30: Collaborative Execution on Mobile Cluster
	幻灯片 31: Summary
	幻灯片 32: Thanks

